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Abstract— Globally, cardiovascular diseases (CVD) are 

estimated to account for more than 32% of all deaths. 

Consequently, CVD has become a global health problem, and 

timely diagnosis is essential (WHO, 2021). Screening for risk 

factors accelerates the diagnosis and management of CVD, 

resulting in a more effective and rapid response, reducing the risk 

of death. This article compares six classification models, 

AdaBoost, Random Forest, Decision Tree, KNN, Naive Bayes, and 

Perceptron, to predict CVD symptoms. Based on CDC data 

collected from Kaggle, classification models were compared with 

the approach of examining effective factors to predict heart 

disease. Since the data set was imbalanced, the study performance 

was measured by AUC and �� -score in Class 1, which is the 

critical class in this dataset. AdaBoost is found to have the highest 

AUC and ��-score, respectively, of 0.828 and 0.37, while Decision 

Tree has the lowest AUC of 0.595 and ��-score of 0.25. 
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I. INTRODUCTION AND LITERATURE REVIEW 

It is consistently reported that cardiovascular disease (CVD), 
also known as heart disease, is one of the greatest threats to 
human lives [1] - [3]. The World Health Organization (WHO) 
reports that around 18 million people worldwide suffer from 
heart failure yearly, accounting for 32% of all casualties. For the 
foreseeable future, this rate does not appear to be decreasing. 
Patients with small hearts should be seen regularly by their 
specialists. According to Abdoli et al., choosing an effective 
scheduling policy is critical in improving clinic performance and 
patient satisfaction [4]. Aside from this, there are numerous 
conditions in which patients are unaware they are suffering from 
heart failure (silent heart attack). In addition to the people 
mentioned above, approximately 20% of silent heart attack cases 
have been reported [3], [5], [6].  

WHO reports indicate that road injuries are the only cause of 
fatalities unrelated to health conditions or diseases. The number 
of deaths caused by traffic violations yearly is not even 
comparable to those caused by heart disease. Fatalities from 
ischemic heart disease are more than seven times greater than 
those from road accidents [7, 8]. The application of lean 
principles improves the performance of emergency departments, 
which play a significant role in the survival of heart patients [9]. 
Cardiovascular diseases are associated with numerous 
difficulties. Several difficulties have been identified, including 
substantial morbidity, financial concerns, and general 
population policies. It is estimated that approximately 6.5 
million Americans are affected by heart disease (together with 
5.7 million Alzheimer's patients who also suffer from heart 
conditions) [10, 11]. Islamipour and Nobari have developed a 
multi-objective model to create a sustainable blood supply 
chain, which includes multiple donors, collection centers, 
distribution centers, and hospitals at various levels. [12]. In 
addition, Vincent et al. [13] report that by 2050, the elderly 
population in the United States will number over 88 million. 
Given the high risk of heart disease for this group and the 
financial consequences caused by their medical needs, extra 
consideration should be given to heart diseases [14], [15]. 

Currently, there are several types of heart disease, some of 
which are more common and some of which might cause more 
severe damage than others. Some known types are coronary 
artery disease, heart arrhythmias, heart failure, heart valve 
disease, pericardial disease, cardiomyopathy, and congenital 
heart disease [16]. Although the highest correlating factor to the 
heart failure rate would be age, there are also some significant 
risks causing cardiovascular disease or enhancing the heart 
failure rate. These factors include age, being inactive, diabetes, 
genetics, family history, high low-density lipoprotein or LDL, 
known as bad cholesterol, "blood pressure, smoking, and high 
level of stress [17]. Even though numerous methods or 
campaigns exist to reduce CVD, control its causality, and model 
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its effects and causes, this phenomenon will continue to pose a 
high risk to future generations [18], [19]. On the other hand, due 
to the significant changes in everyday life due to the COVID-19 
pandemic, remote working trends, particularly in cities, and 
global health programs to prevent CVD, there are some positive 
signs for the future [20]– [22]. In addition, many countries are 
running cost-related programs to reduce 30% of CVD mortality 
[17].  

The field of artificial intelligence, which may be loosely 
described as the ability of a computer to reproduce intelligent 
human behavior, is the overarching field within which machine 
learning falls. Artificial intelligence systems are used to 
complete complex tasks that can be compared to the way people 
solve problems. In general, it refers to machines capable of 
recognizing visual scenes, comprehending natural language 
texts, or executing physical actions. A machine learning 
algorithm begins with data. Data can take the form of numbers, 
time-series data, images, or text, as well as financial 
transactions, videos of people, musical instruments, or phone 
records. "Heart disease" refers to various illnesses affecting the 
heart. Unfortunately, we often lack sufficient information in 
many cases. Sepehriyar et al. Proposed a method to deal with 
imperfect or incomplete data [23]. 

Machine learning is used to predict diseases based on the 
symptoms that patients or users provide. As an input, the user 
enters the symptoms they are experiencing, and the system 
generates an output representing the likelihood of a particular 
disease occurring. Effective analysis of medical data is essential 
for early diagnosis and treatment of illness, and this has become 
more critical with the growth of biological and healthcare data 
[24]. Heart disease can be detected earlier through enhanced 
diagnostics and high-risk patients utilizing a prediction model, 
reducing fatality rates and improving the decision-making 
process for future treatment and prevention [25]. Various 
ailments may be diagnosed, detected, or predicted using 
machine learning in medicine. This research aims to provide 
doctors with a method for identifying cardiac issues as fast as 
possible. This way, patients can receive appropriate therapy 
while minimizing adverse effects [26]. There are many publicly 
available sources for accessing patients' medical records, and 
studies can be carried out so that a variety of computer 
technologies can be utilized for making an accurate diagnosis of 
patients and detecting this illness to stop it from progressing to 
a point where it can be fatal. As is well known, machine learning 
and artificial intelligence are playing a significant role in the 
field of medicine in the present day. Different machine learning 
and deep learning models may be used to diagnose illnesses, 
categorize outcomes, or predict their outcomes. The use of 
machine learning models makes it possible to analyze genetic 
data in a comprehensive manner. It is possible to train models to 
make reliable pandemic forecasts, and medical records can also 
be altered and studied more thoroughly to make more accurate 
predictions. At work, the schedule must also be observed. 
Mohammedadian et al. propose a new model to optimize nurses' 
scheduling in emergency rooms based on their priorities. The 
efficiency of workload and server scheduling significantly 
impact the quality of care [27]. 

The classification and prediction of heart disease have been 
the subject of extensive research, and many machine-learning 

models have been developed. Using  a machine learning 
algorithm called CART, which stands for Classification and 
Regression, Melillo et al. [28] created an automatic classifier 
that can distinguish between patients at high risk of congestive 
heart failure and those at low risk of the condition. The 
sensitivity of the classifier was found to be 93.3%, while the 
specificity was found to be 63.5%. To enhance the method's 
performance, Liao et al. [29] propose utilizing the 
electrocardiogram (ECG) method. Deep neural networks are 
used in this method to select the most critical information for 
employees, and then these features are incorporated into the 
system. 

In addition, Guidi et al. [30] have developed a clinical 
decision support system to detect cardiac failure early to prevent 
it. They attempted to evaluate and contrast a variety of machine 
learning models and deep learning models, particularly neural 
networks, using techniques such as CART [31], support vector 
machines, and random forests. According to [32], a deep 
convolutional neuro-fuzzy network was employed to identify 
acute lymphoblastic leukemia (ALL) from microscopic cell 
images. On average, this model was able to detect acute 
lymphoblastic leukemia with an accuracy of 97.31%. Based on 
unstructured clinical notes, Zhang et al. [33] found that the rule-
based method combined with natural language processing led to 
an accuracy rate of 93.37 % when determining the NYHA HF 
(New York Heart Association Functional Classification) class. 
Parthiban and Srivatsa [33, 34] used support vector machines to 
identify patients who already have diabetes and to predict heart 
disease. These techniques achieved an accuracy rate of 94.60 %, 
and the features used were those most commonly associated 
with diabetes, such as blood sugar level, age, and blood pressure. 
In this paper, we aim to compare the performance of AdaBoost, 
Random Forest, Decision Tree, KNN, Naive Bayes, and 
Perceptron using data from the Centers for Disease Control and 
Prevention (CDC). Firstly, we describe the models, the dataset, 
and its characteristics in the materials and methods section. In 
the next step, we compare the models, and in the final stage, we 
draw conclusions about the work and discuss possible directions 
for future research. 

II. MATERIALS AND METHODS 

Kaggle originally obtained the dataset from CDC, which was 
also provided by Kaggle (www.kaggle.com, 2020). In 
collaboration with all U.S. states, participating U.S. territories, 
and the Centers for Disease Control and Prevention (CDC), the 
Behavioral Risk Factor Surveillance System (BRFSS) was 
developed [35]. Based on the CDC's 2020 annual health survey 
of 400,000 adults, this is information about their health status. 
To better predict heart disease, machine learning provides a 
better understanding of the factors that influence it. Initially, the 
data were preprocessed to extract attributes that effectively 
predict the occurrence of heart disease. Then, the model utilizes 
these attributes to estimate whether a person will have heart 
disease. In this case, the target variable is a binary one. In light 
of the importance of identifying people with heart disease, data 
related to patients are divided into two classes. These classes are 
class 1, patients with heart disease, and class 0, patients without 
heart disease. Class 1 and class 0 have 27373 and 292422 
samples, respectively, indicating that the dataset is imbalanced. 
Even though class 1 samples comprise only 8.5% of the dataset, 



it is evident that the classification of samples belonging to class 
1 is more critical than that of class 0. There are two types of 
attributes, categorical and continuous, which are listed in Table 
I. 

TABLE I.  FEATURES OF THE DATASET 

Feature Type Range of Value 

BMI Continues Float [1-9999] 

Physical 
Health 

Continues Number of days [1-30] 

Mental 
Health 

Continues Number of days [1-30] 

Sleep Time Continues Number of hours [1-24] 

Heart 
Disease 

Categorical Yes/ No 

Smoking Categorical Yes/ No 

Alcohol 
Drinking 

Categorical Yes/ No 

Stroke Categorical Yes/ No 

Difficulty in 
walking 

Categorical Yes/ No 

Sex Categorical Male/ Female 

Race Categorical White/ Black/ Asian/ 
American Indian or Alaskan 

Native/ Hispanic/ Other 

Diabetic Categorical Yes/ No/ No, borderline 
diabetes/ Yes (during 

pregnancy) 

Physical 
Activity 

Categorical Yes/ No 

General 
Health 

Categorical Excellent/ Very good/ Good/ 
Fair/ Poor 

Asthma Categorical Yes/ No 

Kidney 
Disease 

Categorical Yes/ No 

Skin Cancer Categorical Yes/ No 

Age 
Category 

Categorical [18-79]/ [80 or older] 

 

 As seen, 14 of the 18 attributes are categorical, and only four 
are continuous. Therefore, we divided the data into a training 
dataset (80%) and a test dataset (20%) to extract and use patterns 
in the data and evaluate the models. Since the data sets in this 
article are imbalanced, the standardized method is employed for 
scaling. To handle the imbalance problem, we used SMOTE 
method[42]. In addition, categorical features were encoded to 
run the model. However, when the number of parameters is 
large, the model becomes more complex, which may decrease 
its efficiency. Thus, K-fold cross-validation was used to avoid 

overfitting. In this paper, the performance of six classification 
models in our dataset was compared with each other, which are 
introduced below. 

 Perceptron is a supervised learning algorithm for binary 
classifications that enables neurons to simultaneously learn and 
process elements of the training set [36]. As a simple supervised 
machine learning algorithm capable of solving classification and 
regression problems, the K-nearest neighbor (KNN) algorithm 
was also employed in this study [37]. As a basis for classification 
algorithms, Naive Bayes is the next algorithm. The Naive Bayes 
approach assumes that one feature does not depend on another 
[38]. The purpose of boosting algorithms is to achieve strong 
learners by combining several weak models. It is used here as an 
ensemble method, along with AdaBoost, also known as adaptive 
boosting [39]. This algorithm is based on the concept of 
ensemble learning and takes predictions from each tree based on 
the majority of forecasts and predicts the final result [40]. 
Random forest and decision tree are also supervised learning 
models. However, unlike a random forest, a decision tree is a 
type of supervised machine learning that employs a tree-like 
model of decisions and their possible consequences, in which 
data is continuously divided based on a particular parameter 
[41]. Table II presents the parameters for each model. 

TABLE II.  PARAMETERS OF THE CLASSIFICATION MODELS USED. 

Model Parameter 

AdaBoost Learning rate = 1 

Naïve Bayes Variance smoothing = 1e-9 

Random Forest Criterion: Entropy 

Perceptron Penalty = None 

KNN k = 2 

Decision Tree Criterion: Entropy 

 

These six traditional supervised machine learning methods 
are selected for this comparison because of their ability to handle 
independent features and perform prediction tasks with a large 
number of parameters. The computations are coded in Python 
3.10.8 and can be found at https://github.com/orgs/Machine-
Learning-Projects1/repositories. The result of this comparison is 
presented in the following section. 

III. RESULTS AND DISCUSSIONS 

Throughout this section, we compare the classification strengths 
of AdaBoost, Random Forest, Decision Tree, KNN, Naïve 
Bayes, and Perceptron. Table III presents the calculated 
performance measures. Our Naïve Bayes model had a maximum 
accuracy of 89% following training, while Perceptron obtained 
the lowest accuracy of 69%. According to the previous section, 
each sample's target variable belongs to either class 0 or class 1. 
Since the number of samples in class 0 (292422) is more than 
ten times more numerous than the number of samples in class 1, 
the dataset is moderately imbalanced; consequently, accuracy 
cannot be used as an effective factor in analyzing the 
differentiation between classes.  



 

TABLE III.  EVALUATION METRICS FOR CLASS 0 AND CLASS 1. 

Model Accuracy Class 0 (No) Class 1 (Yes) 

Precision Recall ��-score Precision Recall ��-score 

AdaBoost 81% 96% 83% 89% 26% 64% 37% 

Naïve  Bayes 89% 94% 95% 94% 35% 31% 32% 

Random Forest 88% 93% 94% 94% 31% 26% 28% 

Perceptron 69% 96% 69% 80% 16% 64% 26% 

KNN 86% 93% 91% 92% 22% 30% 26% 

Decision Tree 86% 93% 91% 92% 22% 27% 25% 

In order to accurately identify patients who, have heart 
disease, it is crucial to classify samples belonging to class 1 
rather than class 0. Thus, we compare the performance of 
models on class 1 based on the ��-score and ROC curve rather 
than accuracy to obtain more reliable results. 

The precision for class 1 shows the portion of patients who 
genuinely belong to class 1, and the model classifies them in 
class 1. Also, the recall number for class 1 in this dataset means 
the portion of samples in class 1 which are classified correctly. 
Table III illustrates that Naive Bayes has the highest precision 
of 35%, and Perceptron reached the lowest precision of 16%. 
Moreover, AdaBoost and Perceptron achieved the highest recall 
of 64% and the lowest recall of 26% obtained by Random 
Forest. However, considering the combination of these two 
metrics, we see AdaBoost has the highest �� -score of 37%, 
whereas Decision Tree has the lowest ��-score of 25%. 

 The Receiver Operating Curve (ROC) is another metric used 
in this study for comparing models. The true positive and false 
positive rates for a single classifier are calculated and plotted for 
a ROC curve. The true positive rate is another term for the recall, 
while the false positive rate is the fraction of the number of 
samples wrongly classified as class 1 to the number of all the 
samples that genuinely do not belong to class 1. The ROC curves 
of six models are shown in Fig. 1. Each model with the highest 
area under the curve (AUC) performs best. AdaBoost, with an 
AUC of 0.828, is the best model, and Decision Tree, with an 
AUC of 0.595, is the worst model among all six for this metric. 

IV. CONCLUSIONS 

In this study, we used six classification models to predict 

heart diseases, including Perceptron, KNN, Naive Bayes, 

AdaBoost, Random Forest, and Decision Tree. In order to 

compare machine learning models, we reported AUC and ��-

score instead of accuracy because our data set was imbalanced. 

Due to the significance of class 1, this comparison is limited to 

this group of data. The AdaBoost model, with an AUC of 0.821 

and an �� -score of 37%, reaches the best results, while the 

Decision Tree model, with an AUC of 0.588 and an ��-score of 

25%, reaches the worst results. 

 

Fig. 1. The ROC curves for the classification. 

This research demonstrates that machine learning 

technology can be utilized as a clinical aid in the diagnosis of 

cardiovascular illness and can be extremely useful to physicians 

in situations where a diagnosis is incorrectly made because any 

error made during a medical diagnosis process could be 

extremely time-consuming and costly. In addition, more 

complex models, such as neural networks, may be used to 

improve future research results.  
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